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Earth system modelling is currently experiencing 
disruptive changes offering great opportunities.



1980-2020: The quiet revolution



Adapted from Neumann et al. Phil Trans A 2018

2015-today: The digital revolution



More realistic at global scale

More realistic at local scale
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Better results via a coupled model system

Global km-scale models improve realism of simulations 
significantly and are now becoming available.

2015-today: The digital revolution to allow for km-scale models
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And there is machine learning…

Can we also build entire forecast models with machine learning?



GraphCast from Google Deepmind, Fourcastnet from NVIDIA 
and Pangu-Weather from Huawei are beating conventional 
weather forecast model in deterministic scores and are orders 
of magnitudes faster.

But how do these models actually work?

In 2023 we still had many questions:
Can they avoid the smearing out for long predictions?
Can they learn uncertainty? 
Can they extrapolate and faithfully represent extreme events? 
Can they represent physically consistent forecasts?
Can they do data assimilation?
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2022-today: The machine learning revolution



https://www.ecmwf.int/en/about/media-centre/news/2023/how-ai-models-are-transf
orming-weather-forecasting-showcase-data
https://www.ecmwf.int/en/about/media-centre/aifs-blog/2023/ECMWF-unveils-alpha
-version-of-new-ML-model

2022-today: The machine learning revolution

Lang et al. ECMWF Newsletter 2024 and the AIFS team

https://www.ecmwf.int/en/about/media-centre/news/2023/how-ai-models-are-transforming-weather-forecasting-showcase-data
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Next step: Machine learned climate simulations?

Rackow et al. in preparation



Aim: This project will build the 
machine-learned WeatherGenerator – the 
world’s best generative Foundation Model 
of the Earth system – that will serve as a 
Digital Twin in Destination Earth 
(DestinE). 

What about a unification of the machine 
learning applications via a Foundation 
Model for Earth system science?

We will not start from scratch as we have 
AtmoRep (Lessig et al. 2023) and other 
research initiatives.

WeatherGenerator – A foundation model for weather and climate

https://www.ecmwf.int/en/about/media-centre/news/2024/weathergenerator-project-aim
s-recast-machine-learning-earth-system



WeatherGenerator – A foundation model for weather and climate

https://www.ecmwf.int/en/about/media-centre/news/2024/weathergenerator-project-aim
s-recast-machine-learning-earth-system



Next steps: Foundation models for weather and climate

https://www.ecmwf.int/en/about/media-centre/news/2024/weathergenerator-project-aim
s-recast-machine-learning-earth-system



2022-today: The machine learning revolution – A timeline

2018   – Machine learned modes used for tests in weather and climate

2019   – Machine learned models used in hybrid approaches

2021   – Machine learned models used for nowcasts

2022   – Machine learned models beat deterministic forecast models

2023   – Machine learning models beat ensemble forecast models
Machine learning models can do AMIP simulations

--------------------------------------------------------

2024   – Machine learning models can do data assimilation

2025  – Machine learning models can do Earth system modelling with ocean/sea-ice/waves/land

2026  – Machine learning models can do climate simulations
Machine learning models are run as foundation models



What have we learned?

The quiet revolution (1980-2020):
• Steady investment into Earth system modelling and Earth system observations made a difference.

The digital revolution (2015-today):
• Conventional models need to be made future proof via new software and hardware standards.
• Large projects such as DestinE make km-scale models possible today and will make a difference.

The machine learning revolution (2022-today):
• Models such as AIFS can beat physics-based models for deterministic and ensemble predictions.
• There is loads of interesting science to explore regarding hybrid models and predictability.
• We may soon see machine learning models that can do data assimilation and climate modelling.

The next step: Models will be better, tools will be easier, and data/HPC will be federated
• We will build a European Earth system and a European foundation model for Earth system science.
• To achieve this needs programmes such as Destination Earth.

Many thanks!    Peter.Dueben@ecmwf.int
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